|  |
| --- |
| **1. 주제**  객체 인식 및 음성 피드백 기반 시각 장애인 보조 시스템  **분반, 팀, 학번, 이름**  가, 2팀, 20231774, 심민성 |

|  |  |
| --- | --- |
| **2. 요약**  본 제안서는 시각 장애인의 안전한 독립 보행을 지원하는 웨어러블 시스템 'IRIS' 개발을 목표로 합니다.  핵심 내용은 온디바이스 센서가 충돌/낙상 등 즉각적인 위험을 감지하고, 클라우드 서버가 LTE-M 통신을 통해 문자/객체 인식 등 복잡한 정보를 처리하는 하이브리드 아키텍처입니다. 사용자는 골전도 오디오로 안내를 받습니다.  이 시스템은 기존 보조 수단의 한계를 극복하여 보행 안전성을 획기적으로 향상시키고, 시각 장애인의 독립적인 사회 활동 참여를 증진시키는 데 그 중요성이 있습니다. | **3. 대표 그림**    그림 1. 객체 인식 기술 기반 시각 장애인 보조 웨어러블 안경 |

|  |
| --- |
| **4. 서론**  1.1. 배경 및 문제 정의  독립적인 보행은 기본적 권리이지만, 시각 장애인에게는 수많은 위험이 따르는 일상적인 과제입니다. 대한민국의 보행 환경은 특히 취약하여, 인구 10만 명당 보행 사망자 수가 OECD 평균의 3.3배에 달합니다. 이러한 위험은 시각 정보에 의존할 수 없는 시각 장애인에게 더욱 증폭됩니다.  설상가상으로, 시각 장애인의 안전을 위해 설치된 점자블록과 같은 최소한의 사회적 인프라마저 제 기능을 하지 못하는 경우가 많습니다. 점자블록의 80% 이상이 부적절하게 설치되었거나, 불법 주정차 차량 및 시설물에 의해 가로막혀 사실상 무용지물인 상황이 빈번하게 발생하고 있습니다.  전통적인 보조 수단인 안내견 역시 명백한 한계를 가집니다. 안내견 양성에 필요한 막대한 비용과 전문적인 훈련 과정은 극소수의 시각 장애인만이 안내견과 함께할 수 있는 현실적인 장벽을 만듭니다. 또한, 안내견은 버스 번호나 간판의 글자를 읽는 등 구체적인 정보를 전달할 수 없으며, 공공장소 출입 거부와 같은 사회적 편견으로 인해 사용자가 정신적 고통을 겪는 사례도 끊이지 않고 있습니다. 이러한 보조 수단에도 불구하고, 시각 장애인의 약 40%가 매년 심각한 충돌 상해를 경험한다는 보고는 현재의 보조 패러다임만으로는 안전을 완벽히 보장할 수 없음을 보여줍니다.  1.2. 제안 솔루션: IRIS 시스템  본 제안서는 이러한 사회 기반 시설의 실패와 기존 보조 패러다임의 한계에 대한 기술적 해답으로 IRIS (Instant Recognition & Interpretive Sound) 시스템을 제안합니다. IRIS는 단순한 보조 기기를 넘어, 사용자의 감각을 증강하고 확장하는 총체적인 플랫폼을 지향합니다.  IRIS 시스템은 안내견이 제공할 수 없는 핵심 가치, 즉 실시간 데이터 해석(문자 인식, 객체 식별)과 다중 채널을 통한 정보 전달(음성 합성, 정교한 햅틱 언어)을 제공합니다. 이를 위해 즉각적인 반응이 필수적인 충돌/낙상 감지 등 안전 기능은 웨어러블 디바이스 자체에서 오프라인으로 처리하고, 고도의 연산이 필요한 정보 처리 기능(신호등, 버스 번호판 인식)은 클라우드 서버에서 처리하는 분산형 구조를 채택합니다. 이 설계 철학은 IRIS가 시각 장애인이 마주한 문제들을 보완하고, 안전하고 정보가 풍부한 개인화된 보행 환경을 구축하는 혁신적인 해결책이 될 수 있는 기술적 기반을 제공합니다. |

|  |
| --- |
| **2.1. 시스템 아키텍처**  IRIS 시스템은 웨어러블 디바이스가 클라우드 서버와 직접 통신하는 독립형(Standalone) 모델을 기반으로 합니다. 이 구조는 사용 편의성을 극대화하며, 시스템은 웨어러블 디바이스와 클라우드 추론 서버 두 가지 핵심 요소로 구성됩니다.    그림 2. IRIS 시스템 아키텍처 개요  웨어러블 디바이스 (안전 및 통신 허브): 충돌 및 낙상 감지와 같은 모든 안전-핵심 기능은 네트워크 연결과 무관하게 디바이스 내부에서 즉각적으로 처리됩니다. 동시에, 내장된 LTE-M 셀룰러 IoT 모듈을 통해 클라우드 서버와 직접 통신하는 허브 역할을 수행합니다. 클라우드에서 처리된 결과는 내장된 오디오 코덱과 골전도 이어폰을 통해 사용자에게 직접 음성으로 전달됩니다.  클라우드 추론 (서버): OCR을 통한 텍스트 읽기, 장면 묘사, 버스 번호판 식별과 같이 막대한 연산 자원을 요구하는 고수준 인지 기능은 클라우드의 강력한 컴퓨팅 파워를 활용하여 정확도를 극대화합니다. 데이터 스트리밍에는 셀룰러 환경의 효율을 높이기 위해 gRPC 프로토콜 사용을 권장합니다.  2.2. 하드웨어 구현  핵심 하드웨어는 다음과 같이 구성됩니다. 안전 코어로 초저전력 IMU인 Bosch BHI260AB를 사용하여 상시 동작 및 낙상 감지를 수행합니다. 환경 감지에는 날씨와 조명에 강인한 TI IWR6843AOP mmWave 레이더를 채택하여 장애물의 거리, 속도, 각도를 정밀하게 파악합니다. 주 프로세서 및 통신은 Arm Cortex-M33 CPU와 LTE-M 모뎀이 통합된 Nordic nRF9160 SiP가 담당하여 단일 칩으로 모든 연산과 클라우드 통신을 처리합니다. 마지막으로, 오디오 피드백은 주변 소리를 차단하지 않는 골전도 트랜스듀서와 저전력 \*\*오디오 코덱(NXP SGTL5000)\*\*을 통해 구현하며, 기기 내장 TTS 엔진이 음성 안내를 생성합니다.  2.3. 전력 관리 및 구현 방향  전력 관리 전략: 핵심 전략은 '상황 인지 기반 동적 전력 관리'입니다. 평상시에는 셀룰러 모뎀이 초저전력 모드(PSM)로 대기하고, IMU가 저전력으로 움직임을 감지하며, mmWave 센서는 낮은 주기로 주변을 스캔합니다. 충돌/낙상 위험 감지 시 또는 사용자의 명시적인 요청이 있을 때만 시스템이 완전히 활성화되어 클라우드와 통신합니다. 이 방식은 전력 소모가 가장 큰 셀룰러 통신을 최소화하여 350-500 mAh 배터리로 8시간에서 10시간의 연속 사용 시간 달성을 목표로 합니다.  구현 방향 및 개발 로드맵: 제안된 아키텍처는 최신 학술 연구에 의해 검증된 접근법에 기반합니다. 연구들은 효과적인 충돌 회피를 위해 320ms 미만의 지연 시간이 필수적임을 보여주며, 웨어러블 경고 장치가 실제 충돌 사고를 37%까지 감소시킬 수 있음을 입증했습니다. 개발은 프로토타이핑, 시스템 통합, 맞춤형 PCB 설계, 테스트 및 개선의 4단계 로드맵에 따라 진행될 것입니다. |

|  |
| --- |
| 본 제안서는 독립형 IRIS 웨어러블 시스템의 하드웨어 아키텍처를 요약합니다. 시스템의 핵심은 온디바이스 안전 코어와 고집적 셀룰러 IoT SoC의 결합으로, mmWave 레이더와 IMU 센서를 통해 전방위적 위험 감지 능력을 확보합니다. 또한, 골전도 오디오 인터페이스로 주변 소리를 차단하지 않으면서 사용자에게 직관적인 음성 정보를 제공하며, 초저전력 설계를 통해 하루 종일 사용할 수 있는 현실적인 사용성을 목표로 합니다.  향후 과제로는 에너지 하베스팅 기술을 통한 전력 최적화, GNSS 등 추가 센서 정보를 융합한 컨텍스트 인식 능력 강화, 그리고 초저전력 AI 칩을 활용한 엣지 AI 도입이 있습니다. 이를 통해 클라우드 의존도를 낮추고 시스템의 반응 속도를 더욱 향상시켜 진정한 실시간 지능형 보조 시스템으로 발전시킬 수 있습니다. |
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